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SUMMARY

Electrophysiological field potential dynamics are of
fundamental interest in basic and clinical neuro-
science, but how specific cell types shape these
dynamics in the live brain is poorly understood. To
empower mechanistic studies, we created an optical
technique, TEMPO, that records the aggregate trans-
membrane voltage dynamics of genetically specified
neurons in freely behaving mice. TEMPO has >10-
fold greater sensitivity than prior fiber-optic tech-
niques and attains the noise minimum set by quan-
tum mechanical photon shot noise. After validating
TEMPO’s capacity to track established oscillations
in the delta, theta, and gamma frequency bands,
we compared the D1- and D2-dopamine-receptor-
expressing striatal medium spiny neurons (MSNs),
which are interspersed and electrically indistin-
guishable. Unexpectedly, MSN population dynamics
exhibited two distinct coherent states that were
commonly indiscernible in electrical recordings and
involved synchronized hyperpolarizations across
both MSN subtypes. Overall, TEMPO allows the
deconstruction of normal and pathologic neurophys-
iological states into trans-membrane voltage activity
patterns of specific cell types.
INTRODUCTION

Electrophysiological field potentials have drawn intense scrutiny

since the early days of physiology (Adrian, 1928; Berger, 1929;

Buzsáki et al., 2012; Steriade et al., 1993). Electroencephalo-

graphic (EEG) oscillations and event-related potentials indicate

brain states that arise in specific forms of behavior, cognition,

and disease (Luck, 2014; Schnitzler and Gross, 2005; Uhlhaas

and Singer, 2006). However, the cellular origins and mechanistic

roles of field potential dynamics in brain function generally
1650 Cell 167, 1650–1662, December 1, 2016 ª 2016 Elsevier Inc.
remain unclear (Kajikawa and Schroeder, 2011; Lindén et al.,

2011).

The biological challenges to dissecting these dynamics are at

least twofold. First, field potentials typically reflect contributions

from multiple cell types, some of which may be anatomically

sparse. Second, they generally reflect a time-varying, unknown

mixture of signal sources across multiple length scales, from

local currents generated within �100 mm to volume-conducted

signals coming �1 cm away from the recording probe (Buzsáki

et al., 2012). This complexity has hindered biological interpreta-

tions of electric field oscillations, especially in areas that lack

laminar structure and have multiple intermingled neuron types.

Laminar brain areas allow charge source density analyses of

the electrical sources in different laminae, but such approaches

are far less informative in non-laminar areas (Buzsáki et al., 2012;

Mitzdorf, 1985).

Further, the extant means of recording cells’ trans-membrane

voltages have not allowed studies of defined cell types in

behaving animals. Intracellular electrode recordings are usually

restricted to single cells, are nearly prohibitive in behaving ani-

mals, and are not easily targeted to specific cell types, especially

in sub-cortical tissues. Genetically encoded Ca2+ indicators

work well in behaving animals (Cui et al., 2013; Gunaydin et al.,

2014; Ziv et al., 2013), but Ca2+ activity poorly reflects spiking

activity in many cells; tracks neither subthreshold, inhibitory,

nor oscillatory activity well; and does not follow voltage wave-

forms on timescales finer than �25–100 ms (Hamel et al., 2015).

By comparison, fluorescent indicators of trans-membrane

voltage report subthreshold and inhibitory activity (Akemann

et al., 2010; Gong et al., 2014; St-Pierre et al., 2014), and past

studies used these indicators to monitor sensory evoked poten-

tials in awake rodents or voltage oscillations in anesthetized

rodents (Akemann et al., 2012; Akemann et al., 2010; Carandini

et al., 2015; Ferezou et al., 2006). However, genetically encoded

voltage sensors have modest dynamic ranges, �1% signal

change per 10 mV voltage change in cultured cells and even

less for signals averaged over a cell population.

These small signals are comparable to fluorescence fluctua-

tions that arise in vivo from hemodynamics and brain motion

(Akemann et al., 2012; Kalatsky and Stryker, 2003). Identification
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of optical voltage signals from identified cell populations has

thus required averaging over multiple experimental trials, use

of less-sensitive dual-color indicators, or illumination levels

that cause rapid photobleaching and limit recordings from tens

to hundreds of seconds (Akemann et al., 2012; Ferezou et al.,

2006). To date, no system for optical voltage recording has

had the sensitivity to monitor identified cell types in freely

behaving animals nor to approach the physical sensitivity limits

set by quantum mechanical photon shot noise (Hamel et al.,

2015).

Here, we report a fiber-optic method for recording the

voltage dynamics of genetically specified cells in active

mice. Unlike past approaches (Akemann et al., 2010; Ferezou

et al., 2006), our system works well in superficial and deep

brain areas. To stress that our method senses trans-mem-

brane and not extracellular voltages, we named it ‘‘trans-mem-

brane electrical measurements performed optically’’ (TEMPO).

TEMPO removes physiologically induced noise fluctuations,

is �10-fold more sensitive than fiber-optic methods for Ca2+

sensing (Gunaydin et al., 2014; Stroh et al., 2013), and ap-

proaches the photon shot noise sensitivity limit. This mea-

surement sensitivity lowers the illumination needed, allowing

recordings up to �1 hr long. We validated TEMPO by studying

cortical and hippocampal oscillations in the delta, theta, and

gamma frequency bands in active mice.

To illustrate TEMPO’s utility in cell types poorly studied

with field potential recordings, we examined D1- and D2-

dopamine-receptor-expressing striatal medium spiny neurons

(D1 and D2 MSNs) in freely behaving mice. It is has been infea-

sible to distinguish these twoMSN types based on their electrical

activity or to isolate their contributions to the striatal local field

potential (LFP). TEMPO revealed two distinct voltage wave-

forms—one a temporally isolated transient and the other a

short-lived oscillation in both D1 and D2 MSNs, which were

mutually synchronized during each of these. TEMPO also

showed that MSNs hyperpolarize during these events and pro-

vided higher detection fidelity than electric field recordings,

which generally did not reveal the isolated transients. Antago-

nism of D1 or D2 receptors evoked the two types of events to

different extents, indicating direct links between dopamine

signaling imbalances and abnormal levels of oscillation in striatal

MSNs. TEMPO’s ability to connect specific cell types with

macroscopic electrophysiological phenomena offers new

means to dissect neurophysiologic states into their cellular

constituents.

RESULTS

Measurement Strategy
TEMPO has four key elements that jointly allow optical voltage

sensing at the physical sensitivity limits while minimizing the

impact of optical artifacts (Figure 1).

First, to track concurrently neural voltage dynamics and phys-

iologically induced artifacts, we co-expressed a green voltage

sensor that undergoes approximately linear changes in fluores-

cence intensity as a function of trans-membrane voltage

(MacQ-mCitrine or Ace2N-4AA-mNeon) (Gong et al., 2014,

2015) and a red reference fluor that we used to track optical fluc-
tuations due to hemodynamics and brain motion (mCherry or

tdTomato). This approach was based on studies in which we

co-expressed static green and red fluors to assess the fluctua-

tions alone. Despite the wavelength differences, the red and

green fluctuations correlated strongly (Figure S1), showing that

one can use the detected emissions of a red reference fluor to

remove artifacts in recordings with a green voltage sensor.

Second, to remove crosstalk arising from spectral overlap

of the emissions, we sinusoidally modulated the intensities

of the two excitation lasers (488 and 561 nm wavelengths);

the modulations of the two beams were 90� out of phase but

at the same frequency (either 0.9 or 3.5 kHz) (STAR Methods).

This allowed us to separate the signals excited by the two lasers

via their distinct modulation signatures. We used four lock-in

amplifiers, each phase locked to the laser modulation, to

amplify detected signals and track laser power fluctuations.

This shifted the detection band away from low frequencies at

which detectors usually have greater electronic noise and

allowed near-uniform sensitivity across a 1–50 Hz recording

bandwidth (Figure S2).

Third, to deliver two colors of illumination to the brain and

collect the resulting fluorescence, we chose two single-mode la-

sers and a multimode optical fiber, with the aim of minimizing

auto-fluorescence. The fiber core diameter matched that of the

incoming beams to minimize coupling of illumination into fiber-

optic cladding modes. Light in the cladding leaks into the fiber-

optic coating where it can excite substantial auto-fluorescence

(Vo-Dinh, 2015), a well-known challenge for fluorescence-

sensing studies that can necessitate separate fibers for illumina-

tion and signal collection (Cui et al., 2013).

Fourth, to isolate voltage-dependent signals from physiolog-

ical artifacts in the detected traces, we used a custom blind-

source separation algorithm (Figures 1C and 2A and Appendix

1 in Data S1). Prior attempts to unmix these in voltage-imaging

studies with head-fixed rodents used a principal component

analysis (PCA) (Akemann et al., 2012; Carandini et al., 2015).

PCA was ineffective in our studies and did not isolate the signals

(Figure S3). This is unsurprising, as PCA is not designed to sepa-

rate independent signal sources. Instead, we developed a two-

stage unmixing algorithm. Stage one estimates the time-depen-

dent, cardiovascular pulsations in the red emission channel.

Stage two uses independent component analysis (ICA), an es-

tablished algorithm for source separation, to extract a decon-

taminated voltage trace (Figures 2A and S3).

TEMPO Extracts Voltage Signals at the Physical
Sensitivity Limits
Exploratory studies in control mice expressing mCherry and

yellow fluorescent protein (YFP) revealed low-frequency fluctu-

ations (<10 Hz), likely due to motion- and breathing-induced

artifacts, which we expected would corrupt both color channels

similarly. There was also a noise peak (�12 Hz) from cardiac

pulsations (Figure 2B) (Kalatsky and Stryker, 2003), which,

due to the wavelength-dependence of light absorption by

hemoglobin, we expected would impact the two channels

differently. Indeed, YFP/mCherry recordings showed that a

time-invariant unmixing approach generally did not reduce fluc-

tuations to the minimum set by shot noise. This spurred us to
Cell 167, 1650–1662, December 1, 2016 1651
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Figure 1. Instrumentation for Optical

Voltage Tracking

(A) Optical schematic. Two single-mode lasers emit

488 and 561 nm light. Photodiodes (PD) track the

fluctuations in the beams’ intensities. The beams

are combined in a dichroic mirror and are focused

into a polymer-cladmulti-mode optical fiber, which

delivers the light to the brain via an implanted

fiber. Fluorescence returns via this fiber, is split

into red and green emissions, and is detected by

photoreceivers (PR). Black horizontal and vertical

lines indicate neutral density filters in the the illu-

mination pathway and bandpass filters in the

collection pathway.

(B) Phase-sensitive detection scheme. To shift

the detection band away from low-frequency

electronic noise, we applied sinusoidal amplitude

modulation to both laser beams at either 900 Hz or

3.5 kHz, depending on the detection bandwidth.

Lock-in amplifiers (Lock-in), each phase-refer-

enced to the modulation, tracked the intensities of

both beams and emission channels. To distinguish

emissions excited by the two beams, the two

beams’ modulations were 90� out of phase, which

was thus also apparent in the emissions.

(C) Signal generation and unmixing. The green and

red fluorescence signals reflect a mixture of neural

activity, brain motion, and hemodynamic artifacts

and are respectively multiplied by the blue and

green illumination intensities, which vary due to

laser power fluctuations and the sinusoidal modu-

lations. A blind-source separation algorithm re-

moves physiological artifacts and laser intensity

noise from the neural activity traces.

See also Figures S1 and S2 and Appendix 1 in

Data S1.
use two-stage unmixing to explicitly account for the differential

effects of cardiovascular fluctuations on the red and green

channels.

To evaluate how well this algorithm improved TEMPO’s sensi-

tivity, we applied it to the YFP/mCherry datasets and achieved a

�10-fold decline in the integrated spectral power of physiolog-

ical artifacts compared to the raw YFP emissions trace (Figures

2B and 2C). The power spectrum of the unmixed trace was

nearly flat across 0–50 Hz, showing that unmixing reduced

both cardiovascular and brain motion artifacts. The distribution

of fluctuation amplitudes in the unmixed data approached that

of a shot-noise limited recording (Figures 2C and S2), showing

that TEMPO was operating at the sensitivity limits. As with con-

trol mice, for mice expressing MacQ-mCitrine and mCherry,

our algorithm reduced the power of cardiac-induced noise by

�10-fold (Figure 2D). Overall, TEMPO has �10-fold greater

optical sensitivity than prior fiber-optic recording approaches

not using a reference channel or unmixing scheme.

As the unmixed voltage trace has shot noise from both color

channels, both the reference and indicator fluors play key roles
1652 Cell 167, 1650–1662, December 1, 2016
in noise removal (Appendices 1 and 2 in

Data S1). Thus, one should minimize

shot noise in the reference channel by

brightly expressing the red fluor. Notably,
the bright red fluor tdTomato contributed lower-amplitude fluc-

tuations to our unmixed traces than the dimmer fluor mCherry

(mean ± SEM power spectral density of shot noise in six tdTo-

mato mice was –90 ± 2 dB versus –81 ± 2 dB in 12 mCherry

mice; p = 0.005; Wilcoxon rank-sum test).

TEMPOandField Potential RecordingsAreConsistent in
Laminar Tissue
Asavalidation,weverified that TEMPOcan trackvoltage rhythms

in laminar tissue, where field recordings have long been fruitful.

We studied somatosensory cortex in mice anesthetized with

ketamine-xylazine, which induces low-frequency cortical oscilla-

tions. We virally expressedmCherry andMacQ-mCitrine in pyra-

midal cells (cortical layers 5 and 6) and performed simultaneous

TEMPO, EEG, and LFP recordings, with the LFP electrode tip

50–150 mm from the tip of the optical fiber (Figures 3A and 3B).

The EEG and TEMPO traces exhibited delta rhythms with a

consistent phase offset (EEG frequency: 1.3 ± 0.1 Hz; TEMPO:

1.25 ± 0.15 Hz; mean offset between TEMPO and EEG rhythms:

1.4� ± 0.6�; mean ± SEM; n = 4 mice; Figures 3C and 3D). In
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Figure2. BlindSourceSeparationAllowsNear

Shot-Noise-Limited Measurement Sensitivity

(A) Blind source separation procedure. Green, gðtÞ;
and red, rðtÞ; fluorescence traces, and an estimate of

hemodynamic noise, hðtÞ; are inputs to an indepen-

dent component analysis (ICA). ICA unmixes these

into statistically independent components, bSðtÞ; a

voltage trace, brain motion artifacts, bAðtÞ, and he-

modynamic artifacts, bHðtÞ:
(B) Power spectra of intensity fluctuations from

an unmixed 1 min recording in a freely moving

mouse co-expressing YFP andmCherry. Both traces

showed broadband power increases during mouse

movement and prominent hemodynamic artifacts

(fundamental frequency ± FWHM: 12 ± 0.3 Hz; sec-

ond harmonic: 24 ± 0.8 Hz). However, across the

detection band, the power spectrum of the unmixed

trace approached the theoretical sensitivity limits set

by shot noise, as calculated in (B) and (D) for a source

of stationary mean intensity subject to the same

frequency-dependent sensitivity of photodetection

as the actual signals (Appendix 2 in Data S1). The

ratio of the SD of the unmixed trace to that expected

from shot noise was 1.5–1.6.

(C) Comparison of the distributions of fluorescence

fluctuations, DF/F, in the YFP and unmixed signal

traces to those expected from shot noise in the un-

mixed trace, for themouse in (B) (n > 104 time points).

Unmixed signal traces from two YFP/mCherry

mice had 20- and 10-fold reductions in noise power

compared to raw YFP emissions. Shading denotes the SEM, computed based on counting errors, and is barely discernible.

(D) Power spectra of fluctuations of unmixed fluorescence traces frombehavingmice expressingMacQ-mCitrine and tdTomato. Unmixing yielded significant 90%±

4% (mean ± SEM) declines in the peak power of hemodynamic noise (n = 12 recordings from four mice; *p = 0.003, Wilcoxon signed-rank test).

See also Figure S3 and Appendix 2 in Data S1.
EEG, but not TEMPO traces, YFP/mCherry mice had similar

rhythms as the MacQ-mCitrine/mCherry mice (Figure S1). Thus,

the detection of oscillations by TEMPO required expression of

the voltage indicator and was not merely due to physiologic arti-

facts or noise.

TEMPO Can Monitor Sparse Cell Types
Akeyconstraint ofEEGandLFP recordings is the inability to selec-

tively track anatomically sparse cell types. To show that TEMPO

has no such constraint, we studied cortical parvalbumin-positive

(PV) interneurons, a relatively sparse class of inhibitory cells

(Hu et al., 2014). We co-injected PV-Cre mice with AAV2/5-CAG-

DIO-MacQ-mCitrine and AAV2/5-CaMK2a-mCherry. Fluorescent

PV cells were in cortical layers 2/3–5/6, matching their known

distribution (Figure S4). In anesthetized mice, 1–3 Hz delta

rhythms arose in both the EEG and TEMPO traces (EEG fre-

quency: 1.2 ± 0.04 Hz; TEMPO frequency in PV cells:

1.2 ± 0.1 Hz; mean ± SEM; n = 3 mice) (Figure 3E).

We compared phase offsets between the delta rhythms in PV

cells to those in pyramidal cells of layers 5 and 6. We aligned

the TEMPO traces to moments of a switch from a hyperpolar-

ized to a depolarized state, noting that emission declines from

MacQ-mCitrine report depolarizations and rises report hyperpo-

larizations (Gong et al., 2014). At these transitions, LFP traces

showed negative-going voltage spikes but with distinct temporal

offsets from the transitions seen by TEMPO in the two cell types

(Figure 3F) (mean ± SEM offsets between LFP voltage minima
and TEMPO zero-crossings: 23 ± 2 ms [pyramidal] versus

–4 ± 10 ms [PV]; phase offsets: 11� ± 1� (pyramidal) versus

–10� ± 7� [PV]; both p < 10�5; Wilcoxon rank-sum test;

n = 2264 transitions [pyramidal; n = 4 mice] versus 128 [PV;

n = 3 mice]). This fits with past reports of coordinated switching

between hyperpolarization and depolarization in pyramidal cell

and interneuron populations but with a briefer delay to spiking

upon depolarization in many interneurons (Massi et al., 2012).

TEMPO Reports High-Frequency Rhythms in Awake
Mice
To examine high-frequency rhythms, we studied pyramidal cells

in somatosensory cortex of awake head-fixed mice and used

the voltage sensor Ace2N-4AA-mNeon, which has fast (< 1 ms)

kinetics (Gong et al., 2015) (Figures 3G–3I). Consistent with past

work, during tactile stimulation of the face there was a transient

(�100–200 ms) rise in both TEMPO and LFP gamma-band

(20–80 Hz) power (33 ± 7 Hz [TEMPO]; 37 ± 3 Hz [LFP]; mean fre-

quency ± SEM over trials) (Haider and McCormick, 2009). This

rise was visible in single trials, and the increases in gamma-

band power in the TEMPO and LFP traces were significantly

correlated (r = 0.30 ± 0.1; p = 10�5; n = 389 trials; n = 5 mice).

During gamma-band transients, the TEMPO traces also re-

vealed a depolarization of the pyramidal cells. The peak levels

of gamma-band power and depolarization correlatedwell across

trials (r = 0.71 ± 0.5; p < 10�10), in accord with past data (Hasen-

staub et al., 2005). The LFP traces also showed additional
Cell 167, 1650–1662, December 1, 2016 1653
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Figure 3. TEMPO Reports Voltage Oscilla-

tions in Anesthetized and Alert Mice

(A) We virally expressed a green voltage sensor

and a red reference fluor (AAV2/5-CaMK2a-MacQ-

mCitrine; AAV2/5-CaMK2a-mCherry) in pyramidal

cells in mouse infragranular somatosensory cortex.

An overlying, implanted optical fiber delivered illu-

mination and collected fluorescence.

(B) Green, red, and merged dual-color fluorescence

images of a coronal cortical section and a magnified

two-photon image of infragranular cells in the same

section. Pyramidal cells throughout the cortex ex-

pressed mCherry. The voltage sensor was ex-

pressed in layers 5 and 6. Leftmost three scale bars:

100 mm. Right scale bar: 25 mm.

(C) EEG and TEMPO traces from cortical pyramidal

cells in ketamine-xylazine (KX) anesthetized mice.

The two time traces revealed low-frequency oscil-

lations with similar waveforms.

(D) To assess the coherence of TEMPO and EEG

oscillations, we computed the EEG-TEMPO cross-

correlation in 4-s increments across the 30-min

session. It had a consistent peak amplitude and

phase offset, showing that the two traces had

comparable dynamics over the session. We made

similar findings as in B–D in n = 4 mice.

(E) EEG and TEMPO signals from PV interneurons in

mice under KX anesthesia. The two sets of time

traces were often closely matched and revealed

low-frequency oscillations. n = 3 mice.

(F) Mean TEMPO and LFP traces relative to the

transition of neurons from a hyperpolarized to

a depolarized state in pyramidal cells and PV in-

terneurons. Both cell types had similar but signifi-

cantly different temporal and phase offsets between

the TEMPO and the LFP. (The polarity of the plotted

LFP trace is the reverse of the EEG in (C) and (E).

(G) An epi-fluorescence image of a coronal section

from somatosensory cortex and a two-photon im-

age of cells in the same section reveal viral expres-

sion of a green voltage sensor (AAV2/9-CaMK2a-

Ace2N-4AA-mNeon). The mouse (A2a-Cre 3 Ai14

tdTomato) expressed a red tdTomato reference

fluor, which in cortex was largely confined to the

vasculature. Similar expression in n = 5 mice. Upper

scale bar: 100 mm. Lower scale bar: 25 mm.

(H) TEMPO and LFP signals during bilateral tactile

stimulation of the whiskers and ears. (Top) Mean

TEMPO and LFP signals. (Bottom) Mean time

courses of gamma-band (20–80 Hz) power. Both

modalities showed a significant rise in gamma-band

power during stimulation (p < 10�10; Wilcoxon

signed-rank test; n = 389 stimulus trials in five mice).

Shading denotes SEM over trials.

(I) Single trial examples of gamma-band activity.

(Top) Rises in gamma-band power typically

occurred in 100–200 ms bursts, concurrent with

depolarizations as seen in the TEMPO traces.

(Middle) Transient gamma-band bursts generally

coincided in the two modalities. (Bottom) Time

courses of gamma-band power were similar be-

tween the two modalities.

See also Figure S4.
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Figure 4. TEMPO Reveals Brain-State-

Dependent Voltage Dynamics in ActiveMice

(A andB)EEGandTEMPO (somatosensory cortical

pyramidal cells, labeled as in Figure 3B) traces

taken during active behavior (A) and rest (B). Both

recordings had increased variance during rest.

(C) Distributions of fluorescence changes, DF/F,

during movement and sleep across the same

TEMPO recordings as in A and B. The distribution

during rest was skewed toward positive values,

indicating that pyramidal cells underwent coherent,

population-level hyperpolarizations.

(D) TEMPO, optical reference, and EEG and EMG

signals from a behaving mouse during locomotion

(gray shading), rest, and sleep (both shown as un-

shaded periods). During rest or sleep, TEMPO and

EEG signals generally had increased amplitudes.

The reference and EMG channels had larger am-

plitudes during locomotion.

(E) Spectrograms of the traces in (D). TEMPO and

EEG signals showed increases in the power of

low-frequency oscillations during rest and sleep.

Optical reference signals exhibited continuous

8–12 Hz oscillations consistent with cardiac pul-

sations. During locomotion, there were broad-

spectrum power increases in the reference and

EMG channels.

(F) We injected AAV2/9-CaMK2a-Ace2N-4AA-

mNeon in the hippocampus of amouse (A2a-Cre3

Ai14 tdTomato) expressing tdTomato. (Top) Epi-

fluorescence image of a coronal section from hip-

pocampal area CA1. (Bottom) Two-photon image

of cells in this section. CA1 pyramidal cells ex-

pressed the voltage sensor. Red fluorescence in

CA1 was largely confined to the vasculature. Scale

bars: 100 mm (top) and 25 mm (bottom).

(G and H) (Top) Raw and (bottom) narrow-band

filtered time traces of LFP and TEMPO recordings

during locomotion (G) and rest (H). The traces

showed closely matched theta oscillations during

locomotion. Delta-band activity during rest was

less closely matched between the traces but still

had consistent phase relationships (K and L).

(I and J) Time-varying (I) and mean (J) cross-

correlation functions between theta-band filtered

(6–10 Hz) TEMPO and LFP traces during locomo-

tion, showing consistent temporal and phase off-

sets over the 20-min session.

(K and L) Time-varying (K) and mean (L) cross-

correlation functions between unfiltered TEMPO

and LFP traces during rest. TEMPO and LFP delta-

band activity had consistent phase offsets across

the 10-min sleep bout.

We made similar findings to F–L in n = 3 mice.
activity at higher frequencies (80–200 Hz) than those seen in

the pyramidal cell TEMPO traces, possibly due to the activity

of other cell types.

TEMPO Can Report Behavioral State Transitions
Having studied awake head-fixed mice, we next examined mice

behaving freely. Using AAV2/5-CaMK2a-MacQ-mCitrine and

AAV2/5-CaMK2a-mCherry as above, we took joint EEG, electro-

myography (EMG) and TEMPO recordings in somatosensory

cortex (Figure 4A–4E). During locomotion and rest, the distribu-
tions of TEMPO signals were skewed toward hyperpolarizations

(p < 10�10; Jarque-Bera test; n > 104 time points; n = 3mice). The

largest TEMPO signals arose during rest and represented sub-

stantial hyperpolarizations of the infragranular pyramidal cells

during increased delta-band (1–4 Hz) activity (Figure 4C–4E).

This fits with past studies of sleep and is thought to result from

synchronized transitions between depolarized and hyperpolar-

ized states (Steriade et al., 1993).

During active behavior, EEG and TEMPO signals had smaller

variances than during rest (TEMPO: 0.10% SD [awake] versus
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0.15%SD [rest]; EEG: 70 mV SD [awake] versus 112 mV SD [rest];

p <10�10; Brown-Forsythe test; n > 104 timepoints per condition].

This supports past reports that, in comparison to sleep, active

wakefulness promotes more desynchronized fluctuations in

cortical membrane potential, which appear in population-level

electrical recordings as adecrease in signal variance (McCormick

et al., 2015; Poulet and Petersen, 2008; Tan et al., 2014).

We also studied CA1 hippocampal pyramidal cells and took

concurrent EEG, TEMPO, and LFP recordings (Figure 4F–4L).

During locomotion, theta rhythms (6–10 Hz) arose transiently in

the TEMPO traces, with a stable phase offset to theta rhythms

in the LFP traces (Harvey et al., 2009). During rest, we observed

large amplitude delta-band activity in the LFP, consistent with re-

ports of large irregular activity (LIA) in the hippocampal LFP dur-

ing rest (Vanderwolf, 1969). These fluctuations correlated with

strong delta-band activity in the TEMPO traces, suggesting

that LIA arises at least in part from fluctuating pyramidal cell

membrane voltages (Figures 4K and 4L).

Two Types of Hyperpolarizing Transients in Striatum
To study voltage dynamics that would be impossible to access

by conventional methods, we used TEMPO to selectively

monitor D1- or D2-receptor-expressing striatal MSNs. These

two cell types differ in their connectivity and are thought to

have antagonistic signaling roles. However their similar spike

waveforms and interspersed distributions have made it hard to

ascertain their distinct roles in mammalian behavior (Gerfen

and Surmeier, 2011).

For cell-type-specific recordings, we expressed MacQ-

mCitrine in either D1 or D2 MSNs by injecting AAV2/5-CAG-

DiO-MacQ-mCitrine into the striatum of D1-Cre or A2A-Cre

mice (Figures 5A and 5B). As for the red fluor, we either crossed

themice with Cre-dependent tdTomato reporter mice (four mice)

or virally expressed mCherry (AAV2/5-CaMK2a-mCherry) (two

mice); the findings did not depend on this choice. We took

TEMPO and LFP recordings in striatum and EEG recordings in

frontal cortex.

As in cortical neurons, in anesthetized mice, TEMPO traces

from both MSN types exhibited robust delta rhythms (Figure S5)

(Stern et al., 1998). In behaving mice, TEMPO signals from D1

and D2MSNs had increased variances during locomotor pauses

(p < 10�10; Brown-Forsythe test; n > 104 time points), consistent

with past intracellular recordings (Mahon et al., 2006).

Notably, when the mice rested, both D1 and D2 MSNs ex-

hibited large-amplitude, hyperpolarizing voltage transients.

These arose in two forms: in temporal isolation or in a burst of

transients spaced �250 ms apart (Figures 5C–5H). We termed

these phenomena ‘‘isolated hyperpolarizations’’ and ‘‘high-

voltage spindles,’’ respectively. For both MSN types, autocorre-

lation analyses showed the latter had a �250 ms periodicity but

the former did not (Figure 5E). High-voltage spindles seen by

TEMPO sometimes coincided with high-amplitude oscillations

in EEG or LFP traces. The sharp waveforms of these events, their

occurrences during quiet rest, and their >300 mV amplitudes fit

well with past reports of high-voltage spindles in rodents (also

called ‘‘spike-and-wave discharges’’ in the absence epilepsy

literature). The observed frequency range (4–6 Hz) matches

that in prior studies in mice (Sales-Carbonell et al., 2013), is
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slightly below the range reported for rats (5–10 Hz) (Berke

et al., 2004), and is well below the 7–14 Hz range of sleep spin-

dles (Steriade et al., 1993). Isolated hyperpolarizations corre-

lated, on average, with modest changes in the LFP and EEG

traces that seem to have eluded past notice.

These two types of hyperpolarization events arose with

distinct occurrence rates but overlapping ranges of durations

and peak hyperpolarizations (Figures 5G and 5H). Both ended

with a �500 ms after-depolarization and coincided with a prom-

inent rise in gamma-band (20–80 Hz) EEG activity, suggesting

that they accompany similar cortical states and share related

mechanisms (Figure S6). Neither event type was associated

with overt changes in locomotor state (Wilcoxon rank-sum test

comparing the probability of movement 2 s before versus 2 s af-

ter events; p > 0.1; n values in Table S1).

TEMPO Reports Coherent Striatal Events with Greater
Fidelity Than LFP or EEG Recordings
High-voltage spindles were often visible in electrical recordings,

but TEMPO had superior detection fidelity for these events and

for isolated hyperpolarizations. During both event types, TEMPO

traces had significantly greater proportional rises in signal vari-

ance and power in the relevant 3–5 Hz band than either the

EEG or LFP, indicating that TEMPO reports both event classes

with greater dynamic range (Figure S7).

Weexamined thestereotypyofeventwaveforms.Bycomputing

cross-correlations between different events of the same type,

we found that both event types had stereotyped TEMPO, but

not LFP,waveforms (Figures 5I and 5J) (p< 10�10 for comparisons

of TEMPO versus LFP stereotypy; n > 8,000 pairs; Wilcoxon

signed-rank test). Waveforms of isolated hyperpolarizations in

LFP traces were lower in amplitude and more heterogeneous

than high-voltage spindles, as quantified by their significantly

lower cross-correlation values (p < 10�10; Wilcoxon rank-sum

test), and it is unlikely that onewould categorize isolated hyperpo-

larizations as a single event class without the TEMPO traces. This

also suggests that high-voltage spindles may engage more cells

across a larger volume than the isolated transients, yielding a

more stereotyped waveform in the non-local LFP recordings.

The Two MSN Types Synchronize during
Hyperpolarizing Transients
Do D1 and D2 MSNs act in a synchronized or opponent fashion

during hyperpolarizing transients? Just after a peak hyperpolar-

ization in the TEMPO traces, the LFP reliably showed a local

minimum (Figures 6A and 6B). Temporal offsets between these

minima and the corresponding hyperpolarizations were indistin-

guishable for the two MSN types (mean ± SEM offsets for spin-

dles: 89 ± 3 ms [D1-Cre] versus 91 ± 5 ms [A2A-Cre]; isolated

hyperpolarizations: 109 ± 3 ms [D1-Cre] versus 110 ± 4 ms

[A2A-Cre]; Wilcoxon rank-sum test; p = 0.45 (spindles) and 0.84

(isolated hyperpolarizations); n values in Table S1]. Similarly,

phase offsets between the cross-correlation of TEMPO and LFP

signals during high-voltage spindles were indistinguishable in

the MSN types (132� ± 4� [D1-Cre], 128� ± 4� [A2A-Cre]; mean ±

SEM; Wilcoxon rank-sum test; p = 0.19) (Figures 6C and 6D).

Thus, during both event types, the D1 and D2 MSNs populations

are mutually synchronized to the LFP trace and to each other.
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Figure 6. Coherent Striatal Events Are Synchronized between D1 and D2 MSNs

(A and B) Mean TEMPO and LFP traces around the peak hyperpolarizations during high-voltage spindles (A) and isolated hyperpolarizations (B). Offsets between

peak hyperpolarizations in the TEMPO traces and the voltageminima in the LFP traces were statistically indistinguishable for D1 and D2MSNs, indicating that the

two cell types are synchronously hyperpolarized.

(C) Cross-correlation traces between electrical and TEMPO readouts of high-voltage spindles, computed in D1-Cre (left) and A2A-Cre (right) mice. Each row

shows the cross-correlation trace for a separate hyperpolarization peak, sorted according to the temporal offset of the cross-correlation peak from that of the

hyperpolarization.

(D) Mean cross-correlation functions, parameterized by the oscillatory phase between D1 and D2 MSN TEMPO traces and the LFP.
Fine Discriminations of Brain States
Measures of LFP power in specific frequency bands are often

used as markers of different behavioral, drug-induced, or dis-

ease states (Schnitzler and Gross, 2005; Uhlhaas and Singer,

2006). As TEMPO had revealed a new event class, isolated

hyperpolarizations, and better reported high-voltage spindles

than LFP or EEG recordings, we thought that TEMPO might be

a superior tool for distinguishing different brain states.

To test this idea, we examined the effects of D1- andD2-dopa-

mine receptor antagonists (SCH23390 and haloperidol, respec-

tively). We chose these compounds, as well as systemic admin-

istration, as they are reported to act as anti-psychotics with
Figure 5. Striatal MSNs Undergo Population-Level Hyperpolarizations

(A) To track activity in D1 or D2 MSNs, we injected AAV2/5-CAG-DIO-MacQ-mC

(B) Dual-color, two-photon images of a striatal coronal section from a D1-Cre3 A

red neurons expressing the green sensor. Scale bar is 25 mm and applies to bot

(C) LFP and TEMPO traces from a freely moving D1-Cre 3 Ai14 tdTomato mou

(Insets) Expanded views of the intervals in the red and blue dashed boxes.

(D) Example LFP and TEMPO traces from a freely behaving A2A-Cre 3 Ai14 tdT

(E) Autocorrelation traces computed from TEMPO traces in D1 (left) and D2MSNs

underwent multiple cycles with similar time courses. Isolated hyperpolarizations

(F) Individual time traces (gray) andmean time traces (colored) of hyperpolarizing e

(G and H) Violin plots showing statistical distributions of the peak hyperpolarization

bars denote mean values.

(I and J) Distributions of cross-correlation values between waveforms for all pairs o

in D1 (left) and D2 MSNs (right) in TEMPO (I) and LFP (J) recordings. The TEMPO

*p < 0.05, Wilcoxon rank-sum test. See also Figures S5 and S6.
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similar efficacy in pre-clinical animal models, whereas only D2

antagonists are effective clinically (Karlsson et al., 1995; Pea-

cock et al., 1999). This suggested that there might be subtle

differences in the brain states induced by the two types of com-

pounds, which perhaps TEMPO could detect. Due to the dopa-

mine dependence of their activity patterns and role in several

psychiatric illnesses (Gerfen and Surmeier, 2011), we examined

striatal MSNs using the same methods as above.

Both antagonists decreased locomotion in comparison to

saline vehicle (p = 0.03 for both drugs, comparing the fraction

of time spent moving before versus after administration; Wil-

coxon signed-rank test; n = 6 mice) and increased power in
itrine into the striatum of either D1-Cre or A2a-Cre mice.

i14 tdTomato mouse (left) and a A2a-Cre3 Ai14 tdTomato mouse (right) show

h panels (similar results in n = 8 mice).

se. Black dots in C and D mark hyperpolarization peaks in the TEMPO trace.

omato mouse, showing a high-voltage spindle during a pause in locomotion.

(right); each row is for a separate hyperpolarization peak. High-voltage spindles

exhibited lower-frequency oscillations and fewer cycles.

vents in TEMPO traces from D1 and D2MSNs and in LFP and EEG recordings.

(G) and temporal duration (H) of both event classes in D1 and D2MSNs.White

f high-voltage spindles (pink) and all pairs of isolated hyperpolarizations (cyan)

values were generally nearer to 1, indicating greater stereotypy.
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Figure 7. TEMPO, but Not Electric Field Potentials, Reveals the Different Striatal States Evoked by D1 and D2 Antagonism

(A and B) Power spectral densities of example LFP (A) and TEMPO (B) recordings after administration of saline vehicle, a D1 antagonist (SCH23390), and a D2

antagonist (haloperidol). Both antagonists evoked increased power in the 3–5 Hz band as compared to saline (comparison of 3–5 Hz power before versus after

drug administration; *p < 0.05). Recordings began 15 min after injection and lasted 15–30 min. Shading denotes SEM.

(C and D) LFP and TEMPO traces from D1-Cre (C) and A2A-Cre (D) mice after injection (0.2 mg/kg i.p.) of SCH23390. Isolated hyperpolarizations were prominent

in TEMPO, but not LFP, traces.We found no correlations between event rates determined using TEMPO and the time since drug injection (Table S1). Scale bars in

D also apply to C.

(E) Incidence rates of striatal events, after administration of saline vehicle or SCH23390. Lines denote individual mice. D1 antagonism significantly increased the

incidence of isolated hyperpolarizations (p = 0.03) but not high-voltage spindles (p = 1.0), in both D1 and D2 MSNs.

(F and G) Example LFP and TEMPO traces in D1-Cre (F) and A2A-Cre (G) mice after injection of haloperidol (1 mg/kg i.p.). (Inset) Expanded view of the interval in

the dashed box.

(H) Rates of coherent striatal events after administration of saline vehicle or haloperidol. Lines denote individual mice. D2 antagonism significantly increased the

rate of high-voltage spindles (p = 0.03), but not isolated hyperpolarizations (p = 0.47) in both D1 and D2 MSNs.

Black dots mark hyperpolarization peaks in the TEMPO traces. p values calculated using Wilcoxon signed-rank tests in n = 6 mice. Error bars in E and H denote

SEM, computed based on counting errors. See also Figure S7 and Table S1.
the 3–5 Hz band in both the TEMPO and LFP recordings (Figures

7A and 7B). Despite similar LFP signatures, the two drugs had

markedly different effects on the two forms of hyperpolarizing

events foundwith TEMPO (Figures 7C–7H). In all mice, D2 antag-

onism raised the rates of high-voltage spindles, but not isolated

hyperpolarizations, supporting past work (Buzsáki et al., 1990).

D1 antagonism increased the rates of isolated hyperpolariza-

tions, but not high-voltage spindles. Taken with the stereotypy

analysis above, these results suggest that D2 antagonists may

promote brain states that are more widely synchronized than

D1 antagonists, and they highlight TEMPO’s likely utility in un-

covering biomarkers of disease-relevant brain states.

DISCUSSION

Using a novel combination of instrumentation and analysis,

TEMPO provides near shot-noise limited recordings of cell-

type-specific membrane voltage dynamics in active mice. Field

potentials have contributions from all neuron types present at

the measurement site and from distant cells, but TEMPO selec-

tively records a chosen cell type. Field potentials reflect un-
known, time-varying mixtures of synaptic and spiking activity,

whereas TEMPO reports mean changes in trans-membrane

voltage.

TEMPO should be especially useful for studying non-laminar

brain areas, which often have multiple, interspersed cell types

that render LFP signals hard to interpret. In laminar tissue,

TEMPO surpasses current-source density methods in its ability

to dissect the contributions of different cell types to aggregate

voltage signals. TEMPO’s capacity to report depolarizing and

hyperpolarizing activity, even in sparse cell types, will allow

mechanistic studies of howdifferent cell types, laminae, and pro-

jection pathways contribute to neurophysiologic oscillations.

Advances over Prior Fluorescence Recordings in Freely
Moving Animals
Optical fibers have been used for sensing brain activity for >30

years (Flusberg et al., 2005; Mayevsky and Chance, 1982),

including in studies that used voltage-sensitive dyes or geneti-

cally encoded Ca2+ sensors in freely moving rodents (Cui et al.,

2013; Ferezou et al., 2006; Gunaydin et al., 2014). The relative

lack of sensitivity of these approaches and their susceptibility
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to motion and hemodynamic artifacts necessitated comparisons

of mean signals across different trials, cohorts of animals, or

measurement modalities, complicating the interpretation of

data from single trials (Ferezou et al., 2006; Gunaydin et al.,

2014). Further, approaches that use voltage-sensitive dyes

generally do not isolate signals from specific cell types and are

prone to photobleaching and phototoxicity. This sharply limits

recording durations, sometimes to only tens of seconds (Ferezou

et al., 2006).

TEMPO uses several innovations to attain �10-fold better

detection sensitivity than past methods. Future versions might

provide more spatial information, but TEMPO’s sensitivity and

capacity to remove artifacts have already attained the shot

noise limit and hence can only improve via advances in its

component technologies, chiefly voltage indicators and photo-

detectors. TEMPO’s high sensitivity allows studies in sparse

cell types and low illumination levels (�100 mW), which in turn

allow �1-hr recordings with minimal bleaching.

We used the FRET-opsin voltage indicators MacQ-mCitrine

and Ace2N-4AA-mNeon, whose emission intensities depend

approximately linearly on the membrane voltage but do not pro-

vide readouts of absolute voltage levels (Gong et al., 2014, 2015).

TEMPO is also compatible with other recent voltage indicators

(Yang et al., 2016). The signal is a sum of fluorescence changes

across all labeled cells in the recording volume, weighted by its

spatially varying sensitivity (Figure S2). Thus, TEMPO cannot

disambiguate broadly synchronized voltage changes of low

amplitude from larger amplitude changes affecting smaller sub-

sets of labeled cells.

Delta and Theta Rhythms
TEMPO reported slow cortical oscillations in sleeping or anes-

thetized animals, and the frequencies matched those in concur-

rent electrical recordings (Figures 3 and 4). However, only

TEMPO revealed that delta rhythms arose from periodic large-

amplitude hyperpolarizations, in accord with intracellular record-

ings (Steriade et al., 1993). Phase offsets between pyramidal

cells and PV interneurons revealed coordinated alternations of

activity, as in past work (Massi et al., 2012). In hippocampus,

the theta and delta rhythms seen by TEMPO each had a station-

ary phase offset to the rhythms in the LFP recordings.

Coherent Events in Striatal MSNs
To illustrate the study of interspersed cell types in non-laminar

tissue, we examined D1 and D2 MSNs in striatum, where it has

been difficult to interpret field potentials (Figures 5, 6, and 7).

With TEMPO we found that, when mice rest, there are two

distinct forms of synchronized hyperpolarizations in D1 and D2

MSNs. TEMPO revealed these events with superior dynamic

range and stereotypy than electrical recordings.

First, there were 4–6 Hz high-voltage spindles resembling

the ‘‘spike-and-wave’’ discharges seen in absence epilepsy

(McCormick andContreras, 2001). Second, therewere sharp iso-

lated hyperpolarizations lasting �150 ms. These have not been

described before but resemble the brief, locally coherent sup-

pression of activity that occurs in local sleep (Vyazovskiy et al.,

2011). Neither event class correlated with an immediate

change in locomotor state, suggesting that the two types of
1660 Cell 167, 1650–1662, December 1, 2016
hyperpolarization events may reflect internal brain states. This

is consistent with the link to absence epilepsy, which can occur

in bouts lasting only a few seconds and without accompanying

motor activity. The two formsof striatal events thatwesawshared

similar amplitudes, waveforms, and �500-ms after-depolariza-

tions, suggesting similar mechanistic origins. Indeed, both high-

voltage spindles and local sleep events are thought to have thala-

mocortical rhythm generators (McCormick andContreras, 2001).

Differential Roles for D1 and D2 MSNs in Striatal
Oscillations
Motivated by the clinical importance of dopamine receptor

antagonism, we used TEMPO to compare how D1- and

D2-dopamine-receptor antagonism affected striatal dynamics.

D1 antagonism raised the rate of isolated hyperpolarizations,

but not of high-voltage spindles; D2 antagonism had the oppo-

site effect (Figure 7). This was true for both MSN types, which

as in untreated brains remained synchronized.

Why does D1 or D2 antagonism increase low-frequency

(4–6 Hz) activity in both MSN types? D2 antagonists should in-

crease D2MSN firing rates, and D1 antagonists should decrease

D1 MSN firing rates. Due to the opponent outputs of the two

MSN types, the net inhibition from basal ganglia to thalamus

should rise in both cases (Gerfen and Surmeier, 2011). This, in

turn, should de-inactivate thalamic T-type Ca2+ currents and

promote low-frequency thalamo-cortico-striatal oscillatory hy-

perpolarizations (McCormick and Contreras, 2001), consistent

with our results.

Why do D1 and D2 antagonism respectively promote isolated

hyperpolarizations and high-voltage spindles? One possibility in-

volves the �40 ms difference in latencies between the activation

of D1 or D2 MSNs and their respective effects on the thalamus

(Oldenburg and Sabatini, 2015); since we found the two MSN

types were synchronized, the latency difference implies that they

should provide asynchronous feedback to thalamus. During

high-voltage spindles, D1 MSN activity should depolarize thala-

mocortical cells in the depolarized phase of oscillation, exerting

positive feedback (McCormick and Contreras, 2001). A decline

in D1 MSN activity from D1 antagonism should thus decrease

the odds of sustained oscillations, consistent with our results.

Conversely,D2MSNactivityshouldhyperpolarize thalamocortical

neurons in the hyperpolarized phase of oscillation, again exerting

positive feedback. A rise in D2 MSN activity from D2 antagonism

should raise the incidence of high-voltage spindles, again match-

ingourobservations.Plainly, furtherwork isneeded todissecthow

MSN activity influences thalamus, but the results here illustrate

TEMPO’s utility for mechanistic experiments in behaving animals.

Outlook
TEMPO has near shot-noise limited sensitivity for recording

aggregate neural voltage dynamics at single locations, but future

variants might provide spatially resolved patterns of voltage

activity, perhaps using multiple fibers (Kim et al., 2016), a fiber

bundle (Ferezou et al., 2006), or a miniaturized microscope

(Ghosh et al., 2011). Each of these would likely require a custom

approach to low-noise illumination, two-color measurement,

and source separation. TEMPO has �0.1% DF/F sensitivity

and �10 ms time resolution, which should make it a viable way



to study Ca2+, neuromodulator, or neurotransmitter dynamics.

By adding color channels and spectrally compatible indicators,

future versions of TEMPO might track voltage dynamics and

such other facets of neural activity. TEMPO should also be

compatible with the use of red-shifted optogenetic actuators

for concurrent monitoring and perturbation of neural activity,

as the low illumination levels used for TEMPO will negligibly

excite the optogenetic actuators.

In its present form, TEMPO is already a potent complement to

established ways of recording neural activity in behaving ani-

mals, and we expect it to propel the study of how heterogeneous

cell types contribute to the different physiologic states in normal

and diseased brains. Many neuropsychiatric conditions involve

abnormal brain states and pathologic oscillations, including Par-

kinson’s disease, epilepsy, and schizophrenia (Schnitzler and

Gross, 2005; Uhlhaas and Singer, 2006). TEMPO studies in ani-

mal disease models should yield improved understanding of the

cellular mechanisms and causal origins of such abnormalities, as

well as clinically valuable biomarkers and therapeutic targets.
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sicano, G., and Robbe, D. (2013). Striatal GABAergic and cortical glutamater-

gic neurons mediate contrasting effects of cannabinoids on cortical network

synchrony. Proc. Natl. Acad. Sci. USA 110, 719–724.

Schnitzler, A., and Gross, J. (2005). Normal and pathological oscillatory

communication in the brain. Nat. Rev. Neurosci. 6, 285–296.

St-Pierre, F., Marshall, J.D., Yang, Y., Gong, Y., Schnitzer, M.J., and Lin, M.Z.

(2014). High-fidelity optical reporting of neuronal electrical activity with an

ultrafast fluorescent voltage sensor. Nat. Neurosci. 17, 884–889.

Steriade, M., McCormick, D.A., and Sejnowski, T.J. (1993). Thalamocortical

oscillations in the sleeping and aroused brain. Science 262, 679–685.

Stern, E.A., Jaeger, D., and Wilson, C.J. (1998). Membrane potential syn-

chrony of simultaneously recorded striatal spiny neurons in vivo. Nature 394,

475–478.

Stroh, A., Adelsberger, H., Groh, A., Rühlmann, C., Fischer, S., Schierloh, A.,
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STAR+METHODS
KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Chemicals, Peptides, and Recombinant Proteins

Haloperidol Sigma-Aldrich H1512

(2-HP)-beta-cyclodectrin Sigma-Aldrich 332593

SCH23390 Sigma-Aldrich D054

Xylazine Santa Cruz Animal Health sc-362950Rx

Experimental Models: Cell Lines

HEK293T cells Tribioscience #TBS8102

Experimental Models: Organisms/Strains

Mouse: wild type C57BL/6 Jackson Laboratory #000664

Mouse: PV-Cre Jackson Laboratory #008069

Mouse: Ai14 Jackson Laboratory #007908

Mouse: D1-Cre Mutant Mouse Regional Resource Center #029178-UCD

Mouse: D2-Cre Mutant Mouse Regional Resource Center #031168-UCD

Recombinant DNA

pAAV2/5 U. Penn Vector Core #PL-TPV0003

pAAV2/9 U. Penn Vector Core #PL-TPV0008

pADdeltaF6 U. Penn Vector Core #PL-F-PVADF6

AAV2/5-CaMK2a-MacQ-mCitrine Gong et al., 2014 N/A

AAV2/5-CAG-DIO-MacQ-mCitrine Gong et al., 2014 N/A

AAV2/9-CaMK2-Ace2N-4AA-mNeon Gong et al., 2015 N/A

AAV2/5-CaMK2a-mCherry UNC Vector Core N/A

AAV2/5-CAG-DIO-mCherry UNC Vector Core N/A

AAV2/5-CaMK2a-YFP UNC Vector Core N/A

Software and Algorithms

MATLAB Mathworks mathworks.com

FastICA Package Hyvärinen and Oja, 2000 https://research.ics.aalto.fi/ica/fastica/

Other

Multimode Optical Fiber Thorlabs CFM14L05

5-axis fiber coupler Thorlabs PAF-X-7-A

Variable gain photoreciever Femto OE-200-SI

488 nm diode laser Coherent 488-15LS-FP

561 nm diode laser Coherent 561-50LS
CONTACT FOR REAGENT AND RESOURCE SHARING

Further information and requests for reagents or analysis code may be directed to and will be fulfilled by the Lead Contact, Mark J.

Schnitzer (mschnitzer@stanford.edu).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Mice
Stanford APLAC approved all animal procedures. We used male and female C57BL/6, Ai14, PV-IRES-Cre (PV-Cre) (Hippenmeyer

et al., 2005), Drd1a BAC-Cre (D1-Cre) and Adora2a BAC-Cre (A2a-Cre) mice (Gong et al., 2007), obtained from Jackson Laboratory

(C57BL/6: #000664, PV-Cre: #008069, Ai14: #007908) and the Mutant Mouse Regional Resource Center (MMRRC; D1-Cre:

#029178-UCD, A2a-Cre: #031168-UCD).

Lock-in amplifier Stanford Research Systems SR830
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We housed all mice under normal light cycle conditions, 2–5 per cage before surgery, and 1 per cage after surgery. We crossed the

above D1-Cre and D2-Cre transgenics with C57BL/6 mice and in-bred the resulting offspring to generate homozygous BAC trans-

genics. We generated experimental D1-Cre and D2-Cre mice via a homozygous 3 homozygous cross. When we used the red fluor

tdTomato as a reference fluor, we crossed D1- and D2-Cre mice with mice expressing tdTomato in a Cre-dependent manner (Ai14

tdTomato reporter mice; Jackson, stock #007908). To verify genotypes we performed PCR on mice tail clippings.

METHOD DETAILS

Viral vectors
We obtained AAV2/5-CaMK2a-mCherry (4 $1012 GC/mL), AAV2/5-CAG-DIO-mCherry (4 $1012 GC/mL), and AAV2/5-CaMK2a-YFP

(4 $1012 GC/mL) from the University of North Carolina Vector Core. We packaged and determined the concentrations of AAV2/5-

CaMK2a-MacQ-mCitrine (5 $ 1011 GC/mL), AAV2/5-CAG-DIO-MacQ-mCitrine (5 $1011 GC/mL) and AAV2/9-CaMK2a-Ace2N-

4AA-mNeon (3.4 $1012 GC/mL) viral vectors, as in our prior work (Gong et al., 2015; Gong et al., 2014). In brief, we purchased the

packaging plasmids of pAAV2/5 (#PL-TPV0003) and pAAV2/9 (#PL-TPV0008) and pADdeltaF6 helper plasmids (#PL-F-PVADF6)

from the University of Pennsylvania Vector Core and constructed the pAAV expression plasmids in our lab. After all plasmids

were ready, we transfected them into HEK293T cells (#TBS8102; Tribioscience, Palo Alto, CA) with calcium phosphate. We har-

vested the cells three days later, lysed themusing the ADV/AAV release kit (#CLT-7002; Cell Lab Tech, Palo Alto, CA), and centrifuged

the solution to remove the cell debris. We purified the virus by loading the virus solution on iodixanol gradient media, followed by

ultracentrifugation. We harvested virus between the 40% and 60% iodixanol layers, diluted it with phosphate buffered saline

(PBS), concentrated the virus, and removed the iodixanol by using centrifuge tube filters. We determined the viral titers by quantita-

tive PCR using purified viral DNA (#312-150; GeneAll, Korea).

We chose the Ace2N-4AA-mNeon indicator for experiments involving measurements of theta-band (6–10 Hz) or gamma-band

(20–80 Hz) activity, as this indicator’s fast kinetics enable it to follow even gamma-band dynamics with minimal attenuation.

Both MacQ-mCitrine and Ace2N-4AA-mNeon exhibit bi-exponential kinetics; the fast time-constants of Ace2N-4AA-mNeon are

ton = 0.37 ms and toff = 0.5 ms for the onset and offset of voltage signaling, respectively, whereas for MacQ-mCitrine they are

ton = 2.8 ms and toff = 5.4 ms) (Gong et al., 2015; Gong et al., 2014).

Surgery
Mice (aged 6–12 weeks at start) underwent two surgical procedures under isoflurane anesthesia (1.5%–2% in O2). In the first pro-

cedure we injected virus to express the fluorescent proteins. In the second procedure we implanted the fiber-optic and electrical

probes.

In the first procedure we made a �300-mm-diameter craniotomy over the brain region of study. We inserted into the brain tissue a

beveled 33-gauge needle (NANOFIL, World Precision Instruments) containing the virus of choice, which we dispensed into the tissue

using a syringe pump (UMP3, World Precision Instruments). In mice whose genome did not include the Cre-dependent tdTomato

reporter, we co-injected 250 nL of the voltage sensor viral vector and 250 nL of either AAV2/5-CaMK2a-mCherry or AAV2/

5-CAG-DIO-mCherry. In mice whose genome did include the Cre-dependent tdTomato reporter, we injected 500 nL of either

AAV2/5-CAG-DIO-MacQ-mCitrine, AAV2/5-CaMK2a-MacQ-mCitrine, or AAV2/9-CaMK2-Ace2N-4AA-mNeon, after diluting the vi-

rus twofold with 0.9% sterile saline. The coordinates used for virus injections and the subsequent optical recording were as follows.

Somatosensory cortex: –1 mm anterior-posterior from Bregma (AP); +1.5 mmmediolateral (ML); –0.5-0.7 mm dorsoventral (DV) from

dura. Dorsomedial striatum: +0.8–1 mm AP, +1.5 mm ML, –2.6 mm DV. Hippocampus: �1.9 mm AP, �1.5 mm ML, �1.2 mm DV.

Two to four weeks after virus injection, we performed the second surgery during which we implanted the multimode optical fiber

cannula used for TEMPO (CFM14L05, Thorlabs; 0.39 NA, 400-mm-diameter core), LFPwires, EEG skull screws, and EMGwires. Prior

to surgery, we assembled the optical fiber and LFPwires together in a polyimide tube, and we attached the LFP, EEG and EMG leads

to an electronic interface board (please see Electrophysiological recordings below). To implant the optical fiber and the LFPwires, we

made a �600-mm-diameter craniotomy centered within �150 mm of the virus injection site. For studies of neocortex, we placed the

fiber tip in cortical layer 1. For studies of the striatum and hippocampus, we first aspirated the neocortex overlying the tissue to be

studied, to prevent tissue compaction. Under stereotactic control we then positioned the tip of the optical fiber to be 100–150 mm

dorsal to the virus injection site. We affixed the fiber optic-LFP assembly to the cranium using ultraviolet-light curable epoxy

(4305, Loctite).

To enable EEG recordings, during the second surgery we also made three holes in the skull (each 0.5 mm in diameter) using a

surgical drill (EXL-M40, Osada) and a fine burr (Fine Science Tools #19007-05). These holes were positioned above frontal cortex

(+1 mm AP, +2–2.5 mmML, 0 mmDV), parietal cortex (–3 mm AP, +2 mmML, 0 mmDV), and cerebellar cortex (–2 mm from lambda,

0 mm ML, 0 mm DV). We then inserted three stainless steel screws (Component Supply #000-120) with attached EEG leads into

the cranium. For EMG recordings, we implanted tungsten wires in the nuchal muscle with the wire tips �5 mm apart and sutured

them in place. We secured the fiber-optic implant, skull screws and EMG leads to the cranium using dental cement (C&B-Metabond,

Parkell) and dental acrylic (Hygenic, Coltene). In some mice we attached an aluminum head bar to the implant using dental acrylic.

Before beginning optical and electrical recordings, we allowed the mice at least 1–2 weeks of post-surgical recovery.
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Histology and fluorescence microscopy
At termination of in vivo experimentation, we deeply anesthetized mice with 5% isoflurane in O2. We then transcardially perfused the

mice with phosphate buffered saline (PBS) (pH 7.4), followed by 4% paraformaldehyde (PFA) in PBS. We fixed the brains in PFA at

4�C overnight and prepared sections (100 mm) on a vibrating microtome (VT1000S, Leica). We washed the sections with PBS several

times and incubated them in 150 mM glycine in PBS for 15 min to quench fluorescence induced by PFA. We then washed sections

three times in PBS, and mounted sections with Fluoromount-G (Southern Biotech).

We imaged all tissue slices using the direct fluorescence from the genetically encoded fluorophores.We acquired epi-fluorescence

images using an inverted microscope (Zeiss Axioscope equipped with a 0.16 NA 53 Plan-Neofluar and a 0.5 NA 103 FLUAR objec-

tive lenses), and a color camera (Evolution MP, Media Cybernetics). We used FITC (Semrock set 41001; 480/40 nm excitation band-

pass; 505 nmdichroic beamsplitter; 535/50 nm emission bandpass) and TRITC (Semrock set 41002; 535/50 nm excitation bandpass;

565 nm dichroic beamsplitter; 610/75 nm emission bandpass) fluorescence filter sets for the green and red color channels,

respectively. We acquired two-photon fluorescence images using a Prairie Ultima two-photon microscope equipped with a 0.95

NA 203 water immersion objective (Olympus XLUMPlanFl). We split the green and red fluorescence emission channels using a

575 nm dichroic mirror. Bandpass emission filters (525/70 nm and 607/45 nm; Prairie) selectively passed green and red fluorescence

to the two pathways’ photodetectors.

Pharmacology
We injected all drugs i.p. at a dosage of 0.01 mL/per gram of mouse. We dissolved ketamine-xylazine anesthesia in PBS (10 mg/mL

ketamine; 1 mg/mL xylazine) yielding final injection concentrations of 100 mg/kg and 10 mg/kg, respectively. We dissolved haloper-

idol (0.1 mg/ml; H1512, Sigma-Aldrich) in a solution of 0.9% sterile saline with 20% wt/vol (2-HP)-beta-cyclodextrin to improve sol-

ubility (332593, Sigma-Aldrich). We dissolved SCH23390 (0.2 mg/kg; D054 Sigma-Aldrich) in 0.9% sterile saline. We chose dosages

to provide 100% receptor binding (Mukherjee et al., 2001; Neisewander et al., 1998).

TEMPO instrumentation
Our optical system had two continuouswave laser light sources (488 nm and 561 nmwavelengths; 488-15LS-FP and 561-50LSOBIS

Lasers, Coherent). We coupled the light from the 561-nm-wavelength laser into a single mode fiber (460HP, Thorlabs) using a five-

axis translation stage (561D, Newport). The 488-nm-wavelength laser had its own fiber-optic pigtail provided by the manufacturer.

We collimated the light exiting each single mode fiber using an aspheric lens (PAF-X-7-A, Thorlabs) and attenuated the power using

neutral density filters (Thorlabs). We used 50/50 beamsplitters (CM1-BS013, Thorlabs) to direct 50%of the light from each laser beam

to a photodiode (PDA100, Thorlabs) for continuousmonitoring of the laser power.We combined the other half of the light from each of

the two beams using a dichroic mirror (FF511-Di01, Semrock). The resulting collinear laser beams reflected off a dual-edge dichroic

mirror (FF498/581-Di01, Semrock) and were focused into amultimode fiber-optic patch cord (2-m-long, 400-mm-diameter core, 0.39

NA; FT400EMT, Thorlabs). Using a ceramic mating sleeve (CFM14L05 and ADAF1, Thorlabs), we connected this patch cord to an

optical fiber that was implanted in the mouse brain. The total power delivered to the brain was 25–200 mW, sufficiently low that fluo-

rescence photobleaching was only �1%–5% over our recording sessions.

Fluorescence emissions from the brain passed through a dual-edge dichroic mirror and were split into red and green components

using a single-edge dichroic mirror (FF493/574-Di01, FF564-Di01, Semrock). We filtered the emission of each color channel

(FF01-537/26, FF01-630/92, Semrock) and focused the emissions onto two variable gain photoreceivers (OE-200-SI, Femto). In

experiments using the voltage sensor MacQ-mCitrine, we amplitude-modulated the lasers at 900 Hz using a lock-in amplifier

(SR810, Stanford Research Systems), and used three lock-in amplifiers (SR810, SR830, SR850 Stanford Research Systems) to

read out laser and fluorescence intensities (low pass filter for demodulation: 1 ms time constant, 24 dB/Octave rolloff). These filter

settings limit the measurement bandwidth to �50 Hz. In experiments designed to monitor gamma-band activity using Ace2N-

4AA-mNeon, we modulated the lasers at 3.5 kHz and decreased the time-constant of the lock in amplifiers to 300 ms (24 dB/Octave

rolloff), extending the measurement bandwidth to �150 Hz.

In transgenic mice expressing tdTomato (D1-Cre 3 tdTomato or A2a-Cre 3 tdTomato), the 488-nm-wavelength laser sufficed to

excite the green and red fluorophores. In cases in which we used mCherry as the reference fluor, we used the 561-nm-wavelength

laser to excite red fluorescence. We shifted the phase of the amplitude-modulation electronic signal to the 561-nm-wavelength laser

by 90� using an all-pass filter, which shifts inputs by 90� in a frequency-independent manner. Of the photoreceiver signals in the red

detection pathway, we used the lock-in amplifier to retain only the 90�-phase-shifted component of the detected signals. This

approach removed crosstalk arising from spectral overlap between the emission bands of the two fluorescent proteins. After

lock-in amplification, we digitized all signals at 16-bit resolution and sampled them at 2 kHz using a National Instruments card

(NI PCIe-6320), well above the Nyquist rate of the experiment.

Computational modeling of the optical measurement volume
We modeled the spatial pattern of illumination in tissue that results from the use of our implanted multimode optical fiber (0.39 NA;

400-mm-core diameter), as well as the fiber’s collection of fluorescence emissions. For light of visible wavelengths, light scattering far

outweighs absorption as the dominant process impeding ballistic propagation of photons in brain tissue; the effective scattering

length is much shorter than the characteristic absorption length (Vo-Dinh, 2015). To model light transmission in tissue we therefore
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used a Kubelka-Munk model. This model included ballistic propagation and elastic scattering but not absorption (Aravanis et al.,

2007; Vo-Dinh, 2015). This leads to an attenuation of illumination as a function of the depth of depth in tissue, z; away from the

face of the optical fiber, which has the form:

IðzÞ= Iðz= 0Þr2
���

z

L0
s

+ 1

�
ðz+ rÞ2

�
:

Here L0s is the effective scattering length and r= r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn=NAÞ2 � 1

q
, where r is the radius of the optical fiber core, NA is the fiber’s nu-

merical aperture, and n is the tissue’s index of refraction. For our simulations, we parameterized the simulations in units of L0s, which in

brain tissue varies between�50-100 mm for light of 550 nmwavelength (Vo-Dinh, 2015). We assigned a value of 5.3 to the diameter of

the optical fiber core, which equals 400 mm for a scattering length of 75 mm for mouse brain tissue (Aravanis et al., 2007). We ignored

the tissue volume outside the solid angle subtended by the numerical aperture of optical fiber, where the rapid decreases in illumi-

nation intensity are not well fit by the Kubelka-Munk model (Yizhar et al., 2011).

To model the optical fiber’s collection efficiency, we treated each point in tissue receiving illumination as a point source of fluores-

cence emission. The emission intensity was proportional to that of the illumination, and we again modeled light propagation in the

diffusive limit. In the limit in which L0s � La, the absorption length, the light intensityF at a distance R from a point source is inversely

proportional to the distance: FðRÞfðð4 p=3ÞðR=L0sÞÞ�1 (Vo-Dinh, 2015). For each point in tissue, we integrated its emitted fluores-

cence across the surface of the fiber to calculate its contribution to the total fluorescence signal. We then integrated the contributions

of all tissue points located at a given depth in tissue, yielding the axial profile of the measurement volume (Figure S2B).

Electrophysiological recordings
We recorded EEG signals from the stainless steel screws implanted in themouse cranium, using 0.127-mm-diameter insulated stain-

less steel wire (A-M Systems #791400) soldered to the screws. We recorded local field potentials (LFPs) and electromyography

(EMG) signals using 50-mm-diameter tungsten wire coated with polyimide insulation (California Fine Wire). To sample electrophys-

iological signals at a depth corresponding to the zone of TEMPO’s greatest sensitivity, we positioned the LFP wires 50–150 mm

from the tip of the optical fiber in tissue, enclosed the optical fiber and wires together inside a 24-gauge (0.559 mm) polyimide

tube, and secured them in place using cyanoacrylate glue. We positioned a pair of EMG wires in the nuchal muscle, with the wire

tips �5 mm apart. We recorded the EMG as the difference between voltages of the two wires. We grounded the EEG and LFP re-

cordings to the skull screw over the cerebellar cortex. We soldered the signal-bearing wires to a connector board (EIB8, Neuralynx)

and pre-amplified the signals using a head-stage (HS-8, Neuralynx). We amplified electrophysiological signals using an acquisition

board (ERP-27, Neuralynx) and an eight-channel analog amplifier (Lynx-8, Neuralynx). We applied a digital bandpass filter to the data

using a second-order Butterworth filter; the filter’s high-frequency 3 dB cutoff frequency was 475 Hz and the low-frequency 3 dB

cutoff ranged between 0.1–1 Hz.

Recording sessions
We performed all optical recordings during the mouse’s light cycle. For experiments using ketamine-xylazine anesthesia, recordings

began 10–15 min after anesthesia administration, when we observed robust up- and down-state activity in the EEG recordings. We

performed experiments involving locomotion, sleep or drug-administration in a circular arena (31 cm diameter, 31 cm height) with

clear acrylic walls and a stainless steel floor. Recordings lasted up to 120 min.

We acquired video recordings of the mouse’s behavior in the open field arena using an overhead camera (DMK 23FV024, Imaging

Source). For recordings comparing neural dynamics during locomotion and rest, we attached recording cables to the mouse at the

start of the recording session. We allowed the mice to explore and rest in the arena under dim illumination for several hours. We took

intermittent recordings so as to sample both wakeful and immobile states. Across recordings of 20–60 min in total duration we

observed �1%–5% photobleaching of the fluorescence signals.

For experiments involving haloperidol, we briefly head-fixed the mice on a running wheel to attach the recording cables and then

placed them in the open field arena. We injected the mice with the drug solution 15 min before recording and acquired three to five

5 min-long recordings spaced apart in 5 min intervals.

To observe sensory-evoked gamma oscillations in TEMPO recordings in somatosensory cortex, we manually brushed a cotton tip

applicator across themouse’s ear andwhiskers while it was head-fixed but free towalk or run on a runningwheel. To synchronize this

stimulation to our recordings of neural activity, a 1 s-long, 8 kHz tone was played coincident with tactile stimulation. The individual

stimulation trials were 10 s apart, and delivered in blocks of 14 trials, separated by an inter-block interval of random duration (range:

30–120 s; mean 60 s).

QUANTIFICATION AND STATISTICAL ANALYSIS

Signal processing
We acquired all signals using custom software written in MATLAB (Mathworks). We digitally filtered all traces in MATLAB using a

zero-phase sixth-order bandpass Butterworth filter (optical traces: 1–80 Hz; electrophysiological traces: 1–100 Hz).
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We estimated hemodynamic fluctuations in the red fluorescence trace by first subtracting a sinusoidal estimate of the hemody-

namic fluctuations from the red fluorescence trace. We divided the trace into time bins of 2 s each, and calculated the minimum

squared Euclidian distance between the fluorescence trace and a sinusoid of variable phase, frequency, and amplitude in each

time bin; we implemented a least-squares minimization using the Levenberg-Marquardt algorithm. We seeded the sinusoidal fre-

quency of the estimated hemodynamic trace with the peak frequency of hemodynamic fluctuations observed in the reference trace,

but we placed no constraints on the estimated phase, frequency, and amplitude.

We then unmixed the green and red fluorescence traces as well as the estimated hemodynamic trace using independent compo-

nents analysis (ICA). We implemented ICA using the FastICA algorithm (using a cubic non-linearity for evaluating skewness, a conver-

gence parameter ε = 10�7, and a step size m= 1) (Hyvärinen andOja, 2000). ICA recovers signal and reference traces sig(t) and ref(t) by

performing a matrix unmixing on the fluorescence time traces g(t) and r(t):�
sigðtÞ
refðtÞ

�
=

�
w11 w12

w21 w22

��
gðtÞ
rðtÞ

�

However, ICA does not provide an intrinsic normalization of the source traces that it returns. Throughout the paper we use the

convention of scaling sig(t) such thatw12 =w12=w11 andw11 = 1, and ref(t) such thatw21 =w21=w22 andw22 = 1, to preserve the ampli-

tude of the true neural signals present in the data.

In cases when we observed strong expression of the reference fluorescent protein, we excited red and green fluorescence using a

single laser source. In cases when the expression of the reference fluorophore was weak, we used two laser sources, and then

applied ICA using as inputs the green and red fluorescence traces and the two simultaneously recorded traces of laser power

(Appendix 1 in Data S1).

Analysis of cortical and hippocampal TEMPO recordings
We calculated all spectrograms and one-sided power spectral densities of optical and electrophysiological data using Welch’s

method to reduce windowing artifacts. To calculate temporal and phase offsets between the electrophysiological and TEMPO traces

during ketamine-xylazine anesthesia (Figure 3D, F), we computed the event-triggered average trace for all electrophysiological and

TEMPO transitions between a hyperpolarized state and a depolarized state. To do so, we searched the TEMPO traces for all nega-

tive-going zero-crossing segments separated by at least 150ms from one another.We found the point closest to zero in each of these

segments and computed the mean TEMPO and electrophysiological waveforms within ± 2 s of each of these points. We calculated

the gamma-band power of individual and trial-averaged TEMPO and LFP traces (Figure 3H, I) by averaging the squared 20-80 Hz

band-pass-filtered traces within a symmetric 50-ms-window centered on each time point.

We used the EMG to distinguish between behavioral states of locomotion and rest in the circular open field arena (Figure 4) and for

analysis of changes in the frequency of locomotion before, during, and after high-voltage spindles and isolated hyperpolarizations

(Figure 7). Locomotion reliably evoked broadband increases in EMG amplitude. We assigned each mouse a unique threshold crite-

rion for the EMG, above which the mouse was designated as moving. EMG thresholds were determined by comparing EMG traces

with the simultaneously acquired video recordings.

Detection and characterization of high-voltage spindles and isolated hyperpolarizations
To detect high-voltage spindles and isolated hyperpolarizations, we first filtered all TEMPO traces using a 30-sample (15 ms) median

filter. We identified hyperpolarization peaks by searching the TEMPO trace for local minima that were 1.4 SD from the trace’s mean

baseline value for at least 55 ms. Hyperpolarization peaks were categorized as being part of a high-voltage spindle if two or more

such peaks occurred within a 350 ms window.

We calculated the peak-to-peak amplitude of the LFP associated with optically detected hyperpolarizations by searching for the

maximal and minimal LFP voltages within 100 ms of the hyperpolarization peak. We determined the FWHM of hyperpolarization

peaks by averaging the waveform’s width at half the peak-to-peak amplitude. To calculate the temporal offset between the LFP

and optically detected hyperpolarization peaks, we searched for the minimum LFP voltage within an asymmetric time window

(–75 ms to +275 ms) surrounding each hyperpolarization peak. To calculate the phase of TEMPO-LFP cross-correlations during

high-voltage spindles, we normalized the time-axis of the TEMPO-LFP waveform cross-correlation of each event by the oscillatory

period of that event’s high-voltage spindle.

For the waveform cross-correlation analyses of TEMPO and LFP traces (Figure 5I–J) we filtered TEMPO and electrophysiological

traces with a zero-phase, sixth-order bandpass Butterworth filter (2–8 Hz). For each recording modality, we coarsely aligned the

waveforms of individual events to the average event waveform of each event class. After this initial alignment, we calculated the

peak value of the inter-event cross-correlation between each pair of these aligned events, producing the distributions shown in Fig-

ure 5I–J.

We analyzed the depolarization events following oscillatory high-voltage spindles (Figure S6). In other analyses, to remove poten-

tial sources of drift we had filtered out frequencies below 1 Hz. High-pass filters can cause ringing artifacts following large-amplitude

events such as high-voltage spindles. Thus, for our analyses of the low-frequency depolarizations’ association with high-voltage

spindles, we instead corrected for drift by subtracting a version of the trace that was band-pass-filtered between 0.05-0.5 Hz.
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To calculate the cortical gamma-band power (20–80 Hz) following high-voltage spindle events, we first filtered EEG traces with a

6-pole zero-phase bandpass Butterworth filter between 20–80 Hz, and then calculated the mean squared amplitude of the filtered

trace in a symmetric 50 ms window centered at each time point.

To calculate the correlations between the time elapsed since drug or saline injection and the power in the 3-5 Hz band associated

with high-voltage spindles in either the TEMPO or LFP recordings, we computed the spectral power in 2 s time bins using the short-

time Fourier transform (Table S1). To establish whether D1 or D2 antagonists affected locomotion we compared the fraction of time

spent moving before versus after drug administration. To calculate the correlation between time elapsed since injection and locomo-

tion, we computed the time-varying probability of movement in 20 s time bins.

Data analysis and statistics
We performed all filtering, data analysis, and statistical tests in the MATLAB software environment (Mathworks). For statistical ana-

lyses we used four different tests. To test for differences in the medians of two distributions of unpaired samples, we used the two-

tailed Wilcoxon rank-sum test. To test for differences in the medians of two distributions of paired samples, we used the two-tailed

Wilcoxon signed-rank test. We used these two non-parametric statistical tests to avoid assumptions that the distributions were

normal and had equal variance across groups. To test whether two distributions had different variances we used the Brown-Forsythe

test. To test whether an individual distribution was significantly skew we used the Jarque-Bera test. Statistical significance was

defined as p > 0.05 for all tests. Statistical data including means, sample numbers, and significance values are indicated in either

the text, figure captions, or Table S1. All error bars in the figures are SEM. When assigning mice to experimental groups we did

not use any formal randomization methods but made assignments informally at random without regard to the characteristics of

the mice except for their genotype. We did not pre-determine sample sizes. No mice were excluded from analyses.

DATA AND SOFTWARE AVAILABILITY

Software
All analysis was performed in the MATLAB software environment. We used the FastICA algorithm to unmix signal and reference

channels. The FastICA script is available on its author’s website (Hyvärinen and Oja, 2000).
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Supplemental Figures
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Figure S1. Control Recordings fromMice Expressing Non-Voltage-Sensitive FluorescentMarkers Exhibited Hemodynamic Artifacts, but Not

Low-Frequency Voltage Dynamics, Related to Figure 1

(A) We co-injected two adeno-associated viral vectors (AAV2/5-CaMK2a-YFP and AAV2/5-CaMK2a-mCherry) into mouse somatosensory cortex to deliver

fluorescent markers to pyramidal neurons. An optical fiber implanted above the cortex delivered laser illumination and collected fluorescence emissions.

(B) Green/yellow (YFP), red (mCherry) and merged dual-color epi-fluorescence images of a coronal section from somatosensory cortex. Pyramidal cells

throughout the cortex co-expressed YFP and mCherry. Scale bar is 250 mm and applies to all panels. We observed similar expression patterns in n = 2 control

mice.

(C) We simultaneously measured electroencephalographic (EEG) and optical signals in ketamine-xylazine anesthetized YFP/mCherry mice. The three example

traces shown span the same time interval.

(D) Time-dependent spectrograms of the two optical traces and the EEG acquired in a freely moving YFP/mCherry mouse. In these spectrograms, we scaled the

mCherry and YFP fluorescence signals to have equal variance, to highlight the similarity in spectral content between the two. Both optical signals, but not the

EEG, exhibited prominent oscillations at �12 Hz and at the corresponding �24 Hz harmonic, consistent with ongoing cardiac pulsations.

(E) Co-variations of the YFP and mCherry fluorescence signals (red crosses), and of the YFP fluorescence and EEG signals (blue crosses), about their mean

values. Data is plotted in units of standard deviation (SD). There was a strong correlation between the YFP andmCherry fluorescence values (Pearson’s r = 0.98 ±

6 , 10�4; mean ± SEM), indicating both channels shared similar optical artifacts from physiological processes. However, there was no correlation between the

YFP fluorescence and the EEG signals, indicating these physiologically induced artifacts were absent in the electrical recordings. The plots show optical and

electrophysiological data sampled every 10 ms for 1 min in a ketamine-xylazine anesthetized mouse.
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Figure S2. TEMPOMeasurements of Trans-Membrane Voltage Dynamics Provide a More Direct Readout of Aggregate Neural Activity Than
Electric Field Potential Recordings, Related to Figure 1

(A) Schematic comparing TEMPO signals versus those in local field potential (LFP) recordings. In TEMPO recordings, trans-membrane voltage changes in the

targeted cell type alter the fluorescence emissions of the genetically encoded voltage indicator. The kinetics of this indicator temporally filter the trans-membrane

voltage signals (Gong et al., 2014). Additional temporal filtering occurs in the photodetection and amplification apparatus. The blind source separation procedure

yields the final TEMPO signal without further changes to the frequency pass-band.

Unlike how TEMPO tracks the dynamics of a specific cell type, LFPmeasurements sample extracellular fields that are influenced bymultiple cell types, both local

and distal (volume-conducted) to the recording site, through biophysical relationships that depend on the tissue composition and its anisotropic impedance

(Buzsáki et al., 2012). The extent to which a given cell contributes to the extracellular field depends on the geometric arrangements of the current dipoles and the

conductive properties of tissue between the recording site and the site of current generation, which collectively filter the electric field in amplitude and phase

(Buzsáki et al., 2012). Detection of the electrical potential associated with these currents also depends on the shape and orientation of the recording electrodes.

Additional filtering occurs in the recording apparatus.

(B) To estimate the volume of tissue sampled in a TEMPO recording, we computationally modeled light propagation in brain tissue using a Kubelka-Munk model

(Vo-Dinh, 2015) that included ballistic light propagation and elastic photon scattering but not absorption. We parameterized the model in units of the effective

scattering length, which for visible light has a typical value of�50-100 mm in brain tissue (Vo-Dinh, 2015). In the model the optical fiber had a numerical aperture of

0.39 and a core diameter of 5.3 scattering lengths (i.e. 400 mm in diameter for a scattering length of �75 mm).

We first computed the spatial pattern of illumination, and hence of fluorescence excitation, in the tissue as a function of the distance from the fiber tip (Aravanis

et al., 2007). We then computed the efficiency with which the fiber collects fluorescence emitted from different locations in tissue. The plot shows the cumulative

distribution of detected fluorescence signals as a function of the emission location’s axial distance from the tip of the optical fiber. For an effective scattering

length of �75 mm, �90% of the collected light originates < 200 mm from the fiber tip.

(C) To ascertain the sensitivity limits of TEMPO measurements, we examined the power spectra of three distinct noise sources: fluctuations in the power of the

488-nm-wavelength laser, shot noise in the fluorescence emissions, and electronic noise in the photoreceivers. Wemeasured the laser power fluctuations (black

(legend continued on next page)



curve), calculated the magnitude of optical shot noise (magenta curve) based on the measured optical power, and obtained values of the electronic noise in the

photoreceivers from the manufacturer specifications (dashed black curve). A quadrature sum of these noise contributions yielded the total expected noise

spectrum (blue curve) (Appendix 2 in Data S1).

(D) To assess whether the noise model used in (C) accurately described the actual experimental noise, we used our optical system to track fluorescence

emissions from a plastic slide in a 5 min recording. We then computed the power spectrum of fluctuations about the mean detected fluorescence intensity. The

measured and predicted noise spectra were closely matched from 1–50 Hz, indicating that the noise model incorporates the dominant optical noise sources

present in the recordings (mean ratio of unmixed power spectral density to that predicted by the model: 1.2 ± 0.3; mean ± SD).

(E) To assess whether the blind source separation algorithm preserves the noise statistics of the measured signals, we applied the algorithm to green and red

fluorescence recordings taken from a plastic slide taken during a 5 min recording. We found that the power spectral density of the unmixed signal trace (solid

black curve) was close to the noise limit set by the sum of photon shot noise and electronic noise in the photoreceivers (dashed black curve). The blind source

separation algorithm therefore preserves the noise statistics of the two signals, and the noise model can be used to benchmark the performance of our optical

system compared to fundamental limits, as in Figure 2.
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Figure S3. Independent Component Analysis, but Not Principal Component Analysis, Separates Optical Voltage Signals from Physiological

Artifacts, Related to Figure 2

(A) A time trace of unfiltered MacQ-mCitrine fluorescence, excerpted from a 30 min recording from a mouse co-expressing MacQ-mCitrine and mCherry in

somatosensory cortex. Minimal photobleaching is apparent. Similar observations of < 10% overall reduction in fluorescence were seen in all recording sessions

(n = 5 mice).

(B) We compared principal component and independent component analyses (PCA and ICA) regarding their capabilities to separate neural activity frommotion-

induced and hemodynamic artifacts in the green and red fluorescence recordings. Raw fluorescence traces (left) from the same 30min recording of (A), as well as

principal component (middle) and independent component (right) decompositions of the data during locomotion (gray shaded periods), rest and sleep (both

indicated as un-shaded periods; similar observations in n = 5 mice).

(C) Time-dependent spectrograms of the traces shown in (B). During locomotion, the green and red fluorescence traces exhibited a broad increase in spectral

power due to motion artifacts. These artifacts remained in both traces output by PCA but not in the optical signal trace output by ICA. Similarly, the PCA output

traces both contained contributions from cardiac pulsations at �12 Hz. Prominent cardiac pulsations were in the optical reference trace from ICA, but not in the

optical signal trace from ICA.

(legend continued on next page)



(D) Scatterplots showing the co-variations between the pair of raw fluorescence traces (left), and the pairs of traces output by the PCA (middle) and ICA (right)

analyses. The red and green fluorescence traces, as well as the two PCA traces, exhibit substantial correlations, indicative of shared artifacts or signal present in

both traces. The correlations present in the ICA traces were significantly lower, indicating that the shared components have been removed (Pearson’s correlation

coefficients (r) were 0.46 ± 0.1 between green and red fluorescence; 0.58 ± 0.24 between red fluorescence and the PCA signal; and 0.22 ± 0.14 between red

fluorescence and the ICA signal). Values of r for the latter correlations were significantly lower than for the former two (Wilcoxon signed-rank test; p = 0.004 for

both comparisons; n = 9 recording sessions from 5 different mice). Data points are plotted in units of the standard deviation (s.d.) of each trace.
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Figure S4. TEMPO Measurements of Membrane Voltage Dynamics in Cortical Parvalbumin-Expressing Interneurons Closely Match

Concurrently Recorded Electrical Signals, Related to Figure 3

(A) Tomonitor parvalbumin (PV) interneuron voltage activity using TEMPO, we injected the adeno-associated viral vectors AAV2/5-CAG-DIO-MacQ-mCitrine and

AAV2/5-CAG-DIO-mCherry into the somatosensory cortex of a PV-Cre mouse.

(B) An epi-fluorescence image (left) and a two-photon fluorescence image (right) of a coronal section from somatosensory neocortex showing fluorescent PV

interneurons expressing MacQ-mCitrine. We attained similar expression patterns in n = 4 mice. Scale bars are 100 mm (left) and 25 mm (right).

(C) We measured local field potential (LFP) and TEMPO signals in PV interneurons in freely moving mice. We observed prominent high-voltage spindles (dashed

box), as illustrated in the example traces. TEMPO signals revealed hyperpolarizations of PV interneurons during high-voltage spindles. Note that the oscillation is

more clearly apparent in the TEMPO trace than in the LFP recording.
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Figure S5. D1 and D2 MSN Membrane Potentials during Ketamine-Xylazine Anesthesia Are Phase Locked to the Local Field Potential,

Related to Figure 5

(A) Left, Example LFP and TEMPO traces from a D1-Cre 3 Ai14 tdTomato mouse anesthetized with ketamine-xylazine. Right, Traces shown on an expanded

timescale, showcasing the oscillatory activity within the interval enclosed by the dashed box in the left panel. [Mean ± SEM. TEMPO peak-to-peak amplitude:

2.7 ± 0.1 (D1-Cre mice); 2.5 ± 0.1 (A2A-Cre mice); n = 3 D1-Cre mice and 3 A2a-Cre mice].

(B and C) We computed the average TEMPO and LFP traces relative to the transition of the labeled cells from a hyperpolarized to a depolarized state during

oscillations in D1-MSNs, (B), and D2-MSNs, (C). These event-triggered averages for both cell-types showed depolarizations that coincided with negative voltage

signals in the LFP.
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Figure S6. High-Voltage Spindles and Isolated Hyperpolarizations Terminate with Sustained After-Depolarizations, Related to Figure 5

(A andB)We compared the relative changes inmembrane potential following high-voltage spindles and large-amplitude, isolated hyperpolarizations (peak values

ofDF/F > 0.75%). The panels show themean waveforms of large-amplitude isolated hyperpolarizations and high-voltage spindles, temporally aligned to the peak

hyperpolarizations in the TEMPO traces, for recordings in D1-Cre mice, (A), and A2a-Cremice, (B). On average, we observed a significant rebound depolarization

lasting �500 ms after both high-voltage spindles and isolated hyperpolarizations, relative to the baseline values 2 s before these events (* denotes p < 0.01;

Wilcoxon rank sum test; N = 344 high-voltage spindles and 516 isolated hyperpolarizations in N = 3 D1-Cre mice; N = 128 high-voltage spindles and 465 isolated

hyperpolarizations in N = 3 A2a-Cre mice).

(C and D) The rebound depolarizations in (A) and (B) coincided with a significant increase in the amplitude of 20–80 Hz gamma-band activity in the frontal cortex

compared to the period 2 s preceding each hyperpolarization (* denotes p < 0.01; Wilcoxon rank sum test). We also observed significant rebound depolarizations

relative to baseline after administration of either a D2 or D1 antagonist (Table S1).
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Figure S7. TEMPO Reports High-Voltage Spindles and Isolated Hyperpolarizations with Larger Dynamic Range Than EEG and LFP Re-

cordings, Related to Figure 6

(A–C) Power spectra of TEMPO, LFP, and EEG recordings, during baseline (A), epochs in which we detected isolated hyperpolarizations (B), and epochs in which

high-voltage spindles occurred (C), in D1-Cre mice (left column) and A2a-Cre mice (right column). During high-voltage spindles, we observed in both cell types a

significant increase in TEMPO power spectral density across the high-voltage spindle frequency band of 3–5 Hz (Wilcoxon rank sum test; p < 10�10; N = 344 high-

voltage spindles in D1-Cre mice and 128 high-voltage spindles in A2a-Cre mice). We observed significantly higher proportional increases between the power of

the 3–5 Hz frequency band during high-voltage spindles versus baseline periods in TEMPO than in either LFP or EEG recordings (power ratio in D1-Cremice: 37 ±

1.1 (TEMPO), 3.1 ± 0.1 (LFP), 10.3 ± 0.3 (EEG); ratio in A2a-Cre mice: 30 ± 2.5 (TEMPO), 1.7 ± 0.1 (LFP), 4.6 ± 0.3 (EEG); mean ± SEM.; Wilcoxon rank sum test

between the power ratios in TEMPO recordings and those in EEG and LFP; p < 10�10 for all comparisons; N = 344 high-voltage spindles in D1-Cre mice and 128

high-voltage spindles in A2a-Cre mice).

(D–F) Distributions of fluorescence and voltage fluctuations in recordings of TEMPO, (D), LFP, (E), and EEG, (F), during epochs in which we detected high-voltage

spindles (spindles; colored traces), isolated hyperpolarizations (Iso. hyp.; dashed color traces), or neither (black traces). Shown are traces for recordings fromD1-

Cre mice (left column) and A2a-Cre mice (right column). We compared the variances of the fluorescence and voltage distributions attained during high-voltage

spindles and isolated hyperpolarizations to those from baseline conditions. The ratios of the variances during high-voltage spindles and isolated hyperpolar-

izations to baseline values were significantly greater in TEMPO recordings than in the LFP and EEG recordings in all mice (N = 6mice; Wilcoxon signed-rank test;

p = 0.03 for all comparisons).

Shading denotes SEM in all panels and is barely discernible.
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